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Introduction

In “L-structures”, a central matrix containing the dependent variables is explained by the interaction between a row-descriptor table and a column-descriptor table. This data structure is frequently encountered in the study of consumer preferences. In this framework, the central matrix \(Y\), containing the preference scores given by \(q\) consumers to \(n\) products, is explained by a row-descriptor matrix \(X\), containing \(p\) descriptors of the \(n\) products, and by a column-descriptor matrix \(Z\), containing the \(m\) descriptors of the \(q\) consumers. The aim of the analysis of such a structure is to study how the interaction between consumer descriptors (such as socio-demographic and/or behavioural characteristics) and product descriptors (such as physico-chemical or sensory variables) influences consumer preferences. Data concerning consumer descriptors, however, is often characterised by a high degree of “noise” which may affect the estimation of the model parameters when studying the effect of these descriptors on dependent variables (in our case consumer preferences). In order to remove, even partially, such noise, one may choose to proceed to variable selection. In PLS Regression (PLSR), variable selection is often performed through cross-validation methods, or by taking into account the VIP \((Variable\ Importance\ in\ Projection)\) index (Tenenhaus, 1998). Variables showing a low VIP value (the threshold is generally equal to 1) will be considered as having a weak predictive power, and may be removed from the analysis. This approach may, however, lead to the removal of variables which, although having a low predictivity, are all the same of high importance for the final user or for the research objectives. A different approach has been proposed by Wold and Trygg in the spectroscopic domain, where generally an extremely high
The principal PLS equations are given in the following equations (1a-c):

\[
\hat{Y} = T_A C_A' \\
T_A = X W_A' \\
X = T_A P_A'
\]

In eq. (1a) \(T_A\) is the matrix containing the \(A\) model components (\(A\) is chosen by cross-validation) and \(C\) is a matrix of loading vectors. In eq. (1b) \(W^*\) is the matrix of the loading vectors relating the independent variables in \(X\) to the components in \(T_A\). Finally, eq. (1c) shows how PLS components can be used to obtain a “reconstructed” \(X\) matrix according to the PLS model, \(X_{PLS}\).

PLS components, estimated on the basis of the covariance maximisation criterion, may erroneously take into account a portion of the structural variability, pertinent only to predictors and not related to dependent variables. This may result in a loss in terms of dependent variables’ explained variability and in a lower model interpretability. The technique proposed by Trygg and Wold, Orthogonal Projection to Latent Structures (O-PLS), consists of defining loading vectors \(w_{\text{ortho}}\), so as to build score vectors \(t_{\text{ortho}} = X w_{\text{ortho}}\) taking into account only the portion of the predictors’ variability oriented towards the prediction of dependent variables. Through these components it is then possible to reconstruct a “filtered” predictor matrix, \(X_{O-PLS}\), from which the structural variation, orthogonal to dependent variables, has been removed.

In the present paper an extension of O-PLS to models for data in L-structures will be presented. The first section will be devoted to a description of methodologies for the analysis of L-structures. The discussion will be focused on PLS-based techniques. The second section will be devoted to the methodological aspects of O-PLS and of its extension to L-structure models. Finally, in the conclusions the results from the application of the described methodology will be discussed.

1. PLS Regression with external information on both rows and columns

A number of methods have been proposed in literature to face the analysis of this type of structure (among all: Takane et al., 1991; Amenta et al., 2000; Giordano et al., 1999). In particular, Martens (Martens et al., 2003) proposes an extension of the two-way PLS algorithm based on the Singular Value Decomposition (SVD) of the product matrix \((Y X)'\) to three-way L-structured data. The adoption of PLS principles is extremely useful in preference studies, where data is usually strongly collinear and more variables than individuals are analysed. Martens’ L-PLSR is based on the SVD of the three-way product matrix \((X'YZ)\), whose meaning, under the point of view of the maximised criterion, is obscure.

In previous works (Esposito Vinzi et al., 2003; Squillacciotti et al., 2003), the authors have proposed a PLS-based alternative approach to L-PLSR, based on a two-step methodology. In step 1, a PLSR of matrix \(Y\) on product descriptor matrix \(X\) is performed. In step 2, the loading vectors \(c_X\) relating the components \(t_X\) to \(Y\) are used as dependent variables in the PLSR on consumer descriptors in \(Z\). Hence in step 2 the influence of consumer descriptors on the relationship between preferences and product descriptors (information contained in matrix \(C_X\)) is evaluated. The maximised criterion (PLS) is hence not only homogeneous in the two steps, but also fully logical and interpretable. The final model equation is given in (2):
\[ Y = T_X C_Z T'_Z + Y_{res} \]  

where \( T_X \) and \( T_Z \) contain, respectively, the score vectors related to matrix \( X \) and \( Z \). \( C_Z \) contains the information relative to the effect of the interaction of the two component matrices on \( Y \) and \( Y_{res} = T_X Y'_{EZ} + Y_E \) is the error term (\( Y_E \) and \( Y_{EZ} \) being, respectively, the error terms from step 1 and step 2).

2. Variable selection in models for L-structured data

Variable selection aiming at improving model predictivity is generally needed in step 2, due to the high degree of noise in consumer descriptors and hence to their scarce predictivity (Martens et al., 2003; Squillacciotti et al., 2003). Two-step PLSR is modified according to O-PLS principles, by introducing the orthogonalisation of loading vectors \( w_Z \) into \( w_{ortho} \) according to (3):

\[
w_{ortho} = p - \left[ t'_{w} \left(p(t'_{w}, t_{w})\right)^{-1} \right] t_{w}
\]

where \( t_{w} \) are the component scores resuming the relationship between \( Z \) and \( C_X \). The loadings \( w_{ortho} \) are then used for the computation of the component scores \( t_{ortho} = Zw_{ortho} \); this assures that the score vectors will take into account only the part of \( Z \)'s variability orthogonal to \( C_X \). Afterwards, on the basis of the well known PLS equation allowing the reconstruction of the independent variables' matrix (Tenenhaus, 1998), the orthogonal variation matrix \( Z_{ortho} = T_{ortho} P'_{ortho} \) is computed, as well as the filtered data-matrix \( Z_{O-PLS} \) according to (4):

\[
Z_{O-PLS} = Z - T_{ortho} P'_{ortho}
\]

The last step of O-PLS modification in two-step L-PLSR consists of a PLSR of \( C_X \) onto \( Z_{O-PLS} \). Such PLSR leads to a better result interpretability and to a model with a higher \( R^2(C_X) \) at the price of lower \( R^2(Z) \). A lower number of components is hence needed with respect to the model estimated on the unfiltered independent variables (Trygg et al., 2002), and no variable has been wholly removed from the model. Finally, the analysis of the removed orthogonal variation may be performed, for example, through a PCA on \( Z_{ortho} \).

Conclusions

The described technique has been applied to data concerning consumer preferences on cosmetic products. Matrix \( Y \) (9 x 92) contains the preference scores from 92 consumers on 9 products. Matrix \( X \) (9 x 29) contains 15 physico-chemical and 14 sensory product descriptors. Matrix \( Z \) (92 x 73), finally, contains 73 variables concerning the consumers’ age, cosmetic habits, skin characteristics and purchase behaviour.

The global model estimated through two-step L-PLSR (Esposito Vinzi et al., 2003; Squillacciotti et al., 2003) shows that consumer descriptors have a rather low predictive power in step 2.
(R²(C_X)=0.19 with two significant dimensions). The low predictive power of consumer descriptors on preferences had already been proved by a PLSR of Y′′ on Z and was, on the basis of the results of a PCA on Z, attributed to the high structural noise in Z (Squillacciotti, 2003). The application of “filtered” two-step L-PLSR has allowed to confirm such conclusions and to find interesting results. Step 2 on the filtered data matrix Z_{O-PLS} led to R²(C_X)=0.223 on two significant dimensions (hence to a slight increase). However, the analysis of the structural variation in Z_{ortho} performed through a PCA led to very interesting results: the principal inertia directions in Z are now immediately visible (2 dimensions account for 80% of the total variability, whereas 29 were needed in PCA on Z).

Concluding, the modification of two-step L-PLSR through the inclusion of O-PLS filtering has first of all shown how O-PLS algorithm can be adapted to more complex data-structures for the selection of relevant information. On the particular application discussed here, this procedure has allowed to justify the weak influence of consumer descriptors on the relationship between consumer preferences and product descriptors, and, most of all, to isolate the strong structure pertinent to Z. Analyses on different data sets are on-going. Future research will be focused on the investigation over alternative techniques for variable selection in L-structures based on partial analysis and orthogonal projection.
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